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While artificial intelligence (AI) applications for natural language processing (NLP) are no longer

something new or unexpected, nobody can deny the revolution and hype that started, in late 2022, with

the announcement of the first public version of ChatGPT. By then, synthetic translation was well

established and regularly used, many chatbots had started attending users’ requests on different

websites, voice recognition personal assistants such as Alexa and Siri had been widely deployed, and

complaints of news sites filling their space with AI-generated articles were already commonplace.

However, the ease of prompting ChatGPT or other large language models (LLMs) and getting extensive

answers--its text generation quality is so high that it is often hard to discern whether a given text was

written by an LLM or by a human--has sparked significant concern in many different fields. This article

was written to present and compare the current approaches to detecting human- or LLM-authorship in

texts.

The article presents several different ways LLM-generated text can be detected. The first, and main,

taxonomy followed by the authors is whether the detection can be done aided by the LLM’s own functions

(“white-box detection”) or only by evaluating the generated text via a public application programming

interface (API) (“black-box detection”).

For black-box detection, the authors suggest training a classifier to discern the origin of a given text.

Although this works at first, this task is doomed from its onset to be highly vulnerable to new LLMs

generating text that will not follow the same patterns, and thus will probably evade recognition. The

authors report that human evaluators find human-authored text to be more emotional and less objective,

and use grammar to indicate the tone of the sentiment that should be used when reading the text--a trait

that has not been picked up by LLMs yet. Human-authored text also tends to have higher sentence-level

coherence, with less term repetition in a given paragraph. The frequency distribution for more and less

common words is much more homogeneous in LLM-generated texts than in human-written ones.

White-box detection includes strategies whereby the LLMs will cooperate in identifying themselves in

ways that are not obvious to the casual reader. This can include watermarking, be it rule based or neural

based; in this case, both processes become a case of steganography, as the involvement of a LLM is

explicitly hidden and spread through the full generated text, aiming at having a low detectability and high

recoverability even when parts of the text are edited.

The article closes by listing the authors’ concerns about all of the above-mentioned technologies.

Detecting an LLM, be it with or without the collaboration of the LLM’s designers, is more of an art than a

science, and methods deemed as robust today will not last forever. We also cannot assume that LLMs

will continue to be dominated by the same core players; LLM technology has been deeply studied, and

good LLM engines are available as free/open-source software, so users needing to do so can readily

modify their behavior. This article presents itself as merely a survey of methods available today, while

also acknowledging the rapid progress in the field. It is timely and interesting, and easy to follow for the

informed reader coming from a different subfield.
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